
Harvard Data Science Review • Special Issue 1 - COVID-19:
Unprecedented Challenges and Chances

Individual Acceptance of
Using Health Data for
Private and Public Bene�t:
Changes During the COVID-
19 Pandemic
Frederic Gerdon, Helen Nissenbaum, Ruben L. Bach, Frauke Kreuter,
Stefan Zins

Published on: Apr 06, 2021

DOI: 10.1162/99608f92.edf2fc97

License: Creative Commons Attribution 4.0 International License (CC-BY 4.0)

https://creativecommons.org/licenses/by/4.0/


Harvard Data Science Review • Special Issue 1 - COVID-19: Unprecedented
Challenges and Chances

Individual Acceptance of Using Health Data for Private and Public
Bene�t: Changes During the COVID-19 Pandemic

2

ABSTRACT

While the COVID-19 pandemic has been devastating, data collected in this context has 

unprecedented opportunities for data scientists. The stunning breadth of data obtained 

through new gathering systems put in place to manage the pandemic offers a richly 

textured view of a transformed world. Looking forward, privacy researchers worry that 

these new data-gathering systems risk running afoul of societal norms regarding the 

flow of information. Looking back at pre-pandemic public preferences with respect to 

data sharing may provide us some idea of what to expect in the future. In July of 2019, 

we happened to conduct a vignette study in Germany to examine the public’s 

willingness to share data for fighting an outbreak of an infectious disease. In April of 

2020, during the first peak of the pandemic, we repeated the study to examine crisis-

driven changes in respondents’ willingness to share data for public health purposes 

with three different samples. Public acceptance of the use of individual health data to 

combat an infectious disease outbreak increased notably between the two 

measurements, while acceptance of data use in several other scenarios barely changed 

over time. This shift aligns with the predictive framework of contextual integrity 

theory, and the data presented here may serve as a good reminder for policymakers to 

carefully consider the intended purpose of and appropriate limitations on data use.

Keywords: privacy attitudes, contextual integrity, COVID-19, data sharing for the 

public good

1. Introduction
While the COVID-19 pandemic has been devastating for individuals, global health, and 

the economy, it has created unprecedented opportunities for data scientists. The 

stunning breadth of data, collected through new systems installed to manage the 

pandemic, offers a richly textured window into a transformed world (e.g., COVID-19 

Data Exchange, 2020). These new systems repurpose data from familiar services and 

platforms, such as phone companies, operating system providers, and social media 

platforms, and deploy them in the service of efforts to increase information about 

people’s movements and predict the spread of COVID-19 (e.g., Apple, 2020; Google, 

2020). New smartphone applications track patterns of actions relevant to the spread of 

disease, and people are donating data from other digital devices (e.g., data4life, 2020; 

Ferretti et al., 2020; O'Neill et al., 2020; Robert-Koch-Institut, 2020; Whittaker, 2020).
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Predictably, and understandably, privacy researchers have thrown up red flags 

concerning these developments, given they will likely persist long after immediate 

threats pass (Morley et al., 2020; Sanfilippo et al., 2020). Researchers worry that 

existing norms regarding privacy and data sharing in the population are being ignored, 

and state the public’s willingness to accept data transmission, far from signifying 

widespread assent to the sacrifice of privacy across the board, is, in fact, confined to 

specific purposes (e.g., Martin & Nissenbaum, 2016).

In recent years, the framework of “contextual integrity” (CI) (Nissenbaum, 2010, 2018) 

has been proposed as a rubric with which to best judge—or encourage others to judge

—the conditions under which a data-handling practice is appropriate. Contextual 

integrity posits that data transmissions meet privacy expectations when they conform 

with privacy norms, contingent upon the types and circumstances of information 

collected, as well as the actors involved.

While we cannot predict people’s future preferences with respect to sharing their data, 

we can gather some insights from attitudes expressed prior to the COVID-19 outbreak 

that may help us clarify what is at stake in this area. In the summer of 2019, we 

happened to conduct a vignette study in Germany, the primary purpose of which was 

to test public willingness to share data for a public purpose vs. a private purpose 

through a survey experiment. Serendipitously, one of the public purpose examples was 

fighting an infectious disease.

We repeated the experiment in April of 2020 during the first wave of the pandemic 

with three samples. Once equipped with the set of additional experimental data 

collections, we addressed our original questions from the 2019 study: “Are people 

willing to share their individual data for a public purpose or are they more willing to 

share their data to benefit privately?” and “Are people equally willing to share their 

data for a public purpose across different areas such as public health, energy 

consumption, or traffic infrastructure?” We addressed a new question as well: “Did the 

public’s attitude towards sharing individual information for the purpose of promoting 

public health change due to the COVID-19 pandemic?” While looking back at a 

potential attitude shift can only provide us with suggestive insights regarding a 

possible post-pandemic attitude shift, such a comparison between past and future 

shifts, when seen through the lens of contextual integrity theory, may enrich the 

debate about the incorporation of sunset clauses into new technical developments for 

data collection.
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We start out with a brief review of the contextual integrity framework, before 

describing the pre-COVID-19 experimental data collection, as well as our efforts to 

replicate the study and to collect additional data for bias assessments. After presenting 

cross-sectional and longitudinal analyses of the data, we discuss the political 

importance of this study, as well as implications for future research.

2. Contextual Integrity and Shifts in Acceptance
Technological innovation has enabled an unprecedented advance in our capacity to 

acquire, analyze, communicate, and disseminate data. This advance has forced us to 

rethink our shifting understandings of and expectations concerning privacy. The 

concept of privacy, of course, has a complicated history, but many contemporary 

accounts of privacy reflect a focus on two dominant notions: namely, privacy as control 

and privacy as secrecy. Given the historical background of notions of privacy (Mulligan 

et al., 2016), this is not surprising. Yet arguably, the venerable notions of privacy as 

secrecy and control fail to capture what privacy means in a world of widely adopted 

digital information systems.

The theory of contextual integrity (Nissenbaum, 2010) offers a new way to think about 

privacy in our current situation. This approach defines privacy as appropriate flow of 

data where appropriateness is a function of conformity with contextual informational 

norms. These norms are derived from particular social domains, or contexts, where 

they attain legitimacy by prescribing flows that judiciously serve stakeholder interests 

and promote the purposes and values of the respective social domains (Nissenbaum, 

2018). Contextual informational norms prescribe flow in terms of five key parameters: 

(1) the sender of the information, (2) the recipient of the information, (3) the attribute 

or type of information, (4) the subject of the information, and (5) a transmission 

principle that states the condition under which the information flow is permitted.

In order to assess whether a given practice respects or violates privacy, information 

flows associated with that practice are described by assigning values to each of these 

five parameters. For example, in the health care context, it is commonly accepted that 

patients (sender and subject) provide their doctors (recipient) with health information 

(attribute) in confidence (transmission principle). A practice that generates conforming 

data flows is unproblematic. However, if a practice diverts medical information to a 

different recipient, such as a patient’s employer, a red flag is raised, even if all other 

factors remain the same. Equally critically, if any of the parameters is left unspecified, 

the description is ambiguous.



Harvard Data Science Review • Special Issue 1 - COVID-19: Unprecedented
Challenges and Chances

Individual Acceptance of Using Health Data for Private and Public
Bene�t: Changes During the COVID-19 Pandemic

5

A series of empirical studies in which respondents were presented with different 

descriptions of data-sharing scenarios demonstrated that the approval of data sharing 

is contingent on situational parameters (Martin & Nissenbaum, 2017a, 2017b; Martin 

& Shilton, 2016). Martin and Shilton (2016), for instance, show that secondary use of 

tracking data for commercial purposes has a large negative impact on perceived 

appropriateness of data sharing, and Martin and Nissenbaum (2016) find that 

secondary data use driven by commercial interests meets individuals’ privacy 

expectations less than the use of data in other contexts in which they were collected 

(for example, the use of information entered into a search platform to improve the 

search results vs. the use of this information to decide on advertisement shown when 

visiting other sites).

Over the past few decades, tremendous shifts in data collection practices on digital 

devices and online platforms have contributed to significant discontinuity between 

those practices and user privacy expectations. The COVID-19 pandemic adds to this 

misalignment, requiring quick decisions under intense conditions. Here, CI provides a 

useful analytic framework, allowing us to first fine-tune multiple factors influencing 

privacy perception and tailor necessary adjustment.

To empirically investigate the factors that influence the acceptance of data-sharing 

scenarios, we draw on the situational parameters suggested by CI to design 

descriptions of situations in which data are being shared. We focus on comparing the 

acceptance of public purposes and private purpose uses for different data types. Next, 

we provide details on our data-collection procedure and survey questionnaire.

3. A Vignette Study to Measure Public’s Willingness to Share Data
In 2019, we designed a vignette study or factorial survey experiment (Auspurg & Hinz, 

2015) to experimentally test the public’s willingness to share data for a public purpose 

vs. a private purpose. Each participant in this survey experiment was asked to rate one 

randomly chosen data-sharing scenario (‘vignette’) out of a total of twelve scenarios 

regarding the acceptability of data collection and use. Each scenario was followed by 

the question: “How acceptable is it to you to use these data for this purpose?” The 

answer scale had five points, ranging from 1 (Not acceptable) to 5 (Very acceptable) 

(see Appendix B). The answer to this question serves as the outcome in our analyses.

The descriptions presented to respondents were structured according to the theory of 

contextual integrity, that is, we specified values for the five key parameters (i.e., the 

data sender, data subject, data recipient, information type, and transmission 
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principles; Nissenbaum, 2018). The vignettes varied along two of the five CI 

parameters: the information type to be transmitted and the recipient of the data. In 

addition, we varied the purpose of the data. Regarding information types, we 

investigated health, location, and energy consumption (see Horne & Kennedy, 2017) 

data. The recipient was either a company or public administration. For each data type, 

we constructed a public purpose and a private purpose (to the data recipient) of the 

data. For example, the suggested purpose in the health data vignettes was either 

personal recommendations for health behavior (private purpose) or contribution to the 

containment of infectious diseases (public purpose). We held the remaining three CI 

parameters constant across vignettes. The sender and the data subject were referred 

to as an unspecified individual (e.g., the “holder” of a smartphone or the “driver” of a 

car). The transmission principle was described as “with consent” and defined that the 

“data are safe, anonymous, and protected from misuse.” The focus on the parameters 

we experimentally varied follows our substantive interests and the practical 

requirement to limit the number of total vignettes. Presenting all respondents with 

relatively safe and cautious transmission principles should reduce effects of situation-

specific privacy breach concerns.

For illustrative purposes, Figure 1 shows the survey vignette that asked about health 

data used by a public authority for a public health purpose (translated from German). 

In addition, the survey asked for respondents’ age and gender, as well as information 

on their general privacy concerns. We also collected additional variables in the survey 

that we do not analyze in this article, such as the perceived sensitivity of several data 

types, and how much respondents trusted companies and public authorities. The latter 

variables were placed after the vignette in the questionnaire. The full questionnaires in 

English and German as well as a list of the vignettes are available in the 

Supplementary Materials (Appendices B and C). 
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4. Sample Design and Data Collection in 2019
We implemented the factorial survey experiment in a cross-sectional survey fielded 

from July 9 to July 18, 2019, among individuals of age 18 to 69 in Germany (cross-

section 2019). This was the original study we designed to experimentally test public’s 

willingness to share data for a public purpose vs. a private purpose. A total of 1,401 

people1 participated in this study and responded to all questions.

The sample for this first study was drawn from an opt-in panel maintained by respondi 

AG, a survey vendor that maintains a pool of individuals interested in participating in 

market and social research studies. Individuals registered in such panels are usually 

recruited through banner ads placed on websites or on social media, and participation 

is usually open to everyone interested. For this reason, such panels are often referred 

to as nonprobability online panels. Researchers can buy access to a sample of 

participants from the survey vendor and ask them questions through online surveys. 

The survey vendor remunerates participants who successfully complete surveys with 

small financial incentives.

Figure 1. Example vignette as well as dimensions and 

levels of the other vignettes. The vignettes varied along 

the indicated data type, recipient, and data use.
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Samples from these nonprobability online panels are often drawn using river or quota 

sampling, hoping that the sample will mimic the population of a country. They offer a 

fast, cheap, and increasingly popular method for conducting experimental studies with 

high internal validity (Cornesse et al., 2020). Nonprobability online panels face a 

number of challenges, though. For example, when interested in obtaining accurate 

estimates of public opinion, bias may arise because people without internet access are 

not covered in participant pools and because samples consist of volunteers who self-

select into participation in these panels (Bethlehem, 2017). Therefore, it is difficult to 

infer population totals from such data without relying on strong additional and often 

untestable assumptions regarding the data-generating process (Kohler et al., 2019). 

The focus of the 2019 study was thus on comparing the acceptance of public purpose 

and private purpose uses for different data types, and our experimental design allows 

us to obtain results with high internal validity. Due to the nonprobability sample, we 

cannot guarantee that our findings also represent broader public opinion in Germany, 

that is, that they have high external validity.

Nevertheless, to achieve a sample of respondents that represents the German adult 

population with regard to several predefined characteristics, we selected our sample 

from the vendor’s pool using quota sampling. Quotas were based on age and gender 

population benchmarks for Germany, provided by Eurostat for 2018. Quotas were 

applied separately and not crossed. In addition, we weighted the final analysis sample 

using raking (Deville et al., 1993) to population benchmarks obtained from the German 

micro census for 2019. Age, gender, and state were used in the weighting procedure. 

While weighting procedure can reduce some of the bias that arises from using a 

sample from a nonprobability online panel, it is likely that more factors exist that 

influenced participation in our study.

5. Three Additional Surveys to Study the Effect of the 2020 
Pandemic
After the outbreak of the COVID-19 pandemic, we replicated the 2019 study to 

investigate the question we raised in the introduction (whether the public’s attitude 

toward sharing individual information for the purpose of promoting public health 

changed as a result of the pandemic). For an ideal research design, we would have 

interviewed all of the 2019 respondents for a second time in 2020. Ignoring attrition, 

such a longitudinal sample would have allowed us to eliminate bias due to differences 

in the composition of the 2019 and the 2020 samples and to unobserved individual 

heterogeneity, for example, by using fixed effects regression modeling. Unfortunately, 
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we planned the 2019 study as a single cross-sectional survey as, at the time, the 

pandemic was not contemplated. Therefore, we took several sampling approaches to 

combat potential biases. We selected a second cross-sectional quota sample from the 

nonprobability online access panel that we also used in 2019. This second survey was 

fielded from March 31 to April 5, 2020 (cross-section 2020), and we collected 

responses from 970 respondents who were not selected for the cross-section 2019 

survey. We used the same experimental survey design and asked respondents the set of 

questions that we described here. In order to achieve a maximum of comparability of 

the two surveys over time, we selected the cross-section 2020 survey with the same 

quotas. However, we cannot exclude the possibility that the two surveys differ in their 

composition as the age and gender quotas were in both surveys applied separately and 

not crossed. We also weighted the cross-section 2020 survey using again the raking 

approach, but we note that differences remain in the distribution of age and gender 

between the cross-section 2019 and the cross-section 2020 surveys (see Table A1 in 

the Appendix).

There may also be unobserved confounders that could result in bias when we use the 

two surveys to study change in acceptability of data collection and use between 2019 

and 2020. For example, the pool of potential participants maintained by the survey 

vendor may have changed over time, and the factors driving individuals into 

participation may have changed from 2019 to 2020.

To address biases resulting from unobserved differences between the 2019 and the 

2020 cross-section samples, we ran a third survey on the respondi survey platform 

(longitudinal sample). The survey vendor was able to identify and reinterview 627 

participants of the 2019 survey. These respondents were still registered in the vendor’s 

participant pool in 2020. Identification was based on unique participant IDs assigned 

to each participant by the vendor. We interviewed these participants for a second time 

in 2020, parallel to the cross-section 2020 survey using the experimental survey design 

and the set of questions described in the previous section. Each of these respondents 

received the same vignette they received in the survey of 2019. These 627 respondents 

who were interviewed in both 2019 and 2020 form a true longitudinal sample, which 

we used to assess the robustness of our analyses with respect to both observed and 

unobserved individual heterogeneity.

Furthermore, we collected responses to a fourth online survey that we ran with a 

different survey vendor (forsa) between April 2 and April 7, 2020. Forsa runs a similar 

online panel of participants interested in answering survey questions. The design of 
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the panel is, however, fundamentally different (Baker et al., 2010). Forsa panelists are 

originally recruited through a probability-based telephone survey. Therefore, it should 

be less affected by bias due to individuals self-selecting into the participant pool, but 

we note that it may still be affected by biases due to differential nonresponse, for 

example. We refer to this sample as benchmark 2020. We used the experimental 

design and the set of questions described in the previous section also in the 

benchmark 2020 survey.

We used a similar quota-sampling approach to select the benchmark sample (N = 801). 

Crossed age-gender quotas that mimic the German adult population were provided by 

forsa. We also weighted the benchmark 2020 sample using the raking procedure and 

the population benchmarks mentioned here.

We collected the benchmark 2020 sample to assess the robustness of the estimates 

obtained from the nonprobability survey cross-section 2020. While there is no 

guarantee that using a quota sample selected from a probability sample and weighting 

the data will remove bias due to, for example, differential nonresponse, using a 

probability-based online survey weighted to census data is backed by statistical theory 

that provides justification for confidence, and continuously performed well when 

compared to population benchmarks (Cornesse et al., 2020). Table 1 presents a 

summary of the characteristics of our data collections and indicates which questions 

we answer with each survey.

Table 1. Characteristics of the Analysis Samples

Survey: Cross-section 

2019

Cross-section 

2020

Longitudinal 

sample

Benchmark 

2020

Purpose 1. Sharing 

individual data for 

a public purpose 

vs. benefitting 

privately

2. Sharing 

individual data for 

a public purpose 

across data types

Changes in 

sharing individual 

data for a public 

purpose (public 

health) in 

response to 

COVID-19 

pandemic

Assess robustness 

of results with 

respect to sample 

composition over 

time

Assess robustness 

of results with 

respect to sample 

recruitment
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6. Analytical Strategy
We use the cross-section 2019 data to answer our first research question (whether 

people are willing to share their data for a public vs. private purpose) and our second 

research question (whether people are equally willing to share data for a public 

purpose across different data types). We examine responses to the 5-point Likert-scale 

question asking for respondents’ acceptance to use their data. The variable ranges 

from 1 (“Not acceptable”) to 5 (“Very acceptable”).

Our analytical strategy to answer the third research question (whether the public’s 

attitude toward sharing individual information for the purpose of promoting public 

health changed due to the COVID-19 pandemic) is inspired by the difference-in-

differences (DiD) approach (Wooldridge, 2010, ch. 6). DiD is a popular technique for 

evaluating policy interventions in economics and in the social sciences. DiD designs 

require four groups (see Figure 2). First, a treatment group measured prior to 

treatment, and second, a control group measured prior to treatment. Third, we need a 

treatment group measured after it was treated and, fourth, a control group that did not 

get the treatment but was also measured after treatment was given to the treated.

We think of the pandemic as the treatment, therefore, the cross-section 2019 survey as 

the pretreatment measurement and the cross-section 2020 survey as the post-

treatment measurement. Furthermore, we think of those who were asked about health 

data as the treated group and those who were asked about non-health data as the 

Field period 7/9 – 7/18 2019 3/31 – 4/5 2020 7/9 – 7/18 2019 

and 3/31 – 4/5 

2020

4/2 – 4/6 2020

Number of

complete 

responses 

(unweighted)

1,401 970 1,254 (627 

respondents)

801

Recruitment of 

participant pool

Quota based 

sample from 

nonprobability 

online access 

panel

Quota based 

sample from 

nonprobability 

online access 

panel

Quota based 

sample from 

nonprobability 

online access 

panel

Quota based 

sample from 

probability online 

panel with initial 

phone recruitment
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control group. The rationale for this is that the health data vignettes described 

scenarios directly related to the pandemic (sharing health data for personal health 

behavior recommendations and the detection of an outbreak of an infectious disease), 

while the non-health data vignettes described scenarios completely unrelated to the 

pandemic (e.g., sharing data for improving energy-saving measures). We assume that 

the pandemic influenced privacy attitudes related to health data while leaving 

attitudes toward sharing other data types mostly unchanged. Of course, it is possible 

that the pandemic also affected attitudes toward sharing other data types. However, 

we assume that such effects should be much smaller than the effect of the pandemic 

on sharing health data.

We apply the same logic to our analysis of the question of whether the pandemic 

affected respondents’ acceptance of health-data sharing for public purposes. In two of 

the four health vignettes, we described a scenario where the transmitted data were 

used for a public purpose. Specifically, we asked how acceptant respondents were of 

transmitting their health data to help “detect outbreaks of diseases early and to 

develop solutions to their containment” (see above section for details). We treat these 

two scenarios as the treated conditions in our analysis of change over time.

The control group conditions are restricted to the two health-data–sharing scenarios 

with a private purpose (“provide the holders with personal recommendations on their 

health behavior”). These did not mention a public health crisis. It is not unlikely that 

the pandemic also affected control-group participants’ data-sharing attitudes as the 

vignette mentioned recommendations on health behavior. However, we assume that 

the pandemic had a larger effect on participants’ acceptance to share health data for 

public purposes. That is, we restrict the data to those respondents who answered a 

health vignette with either public or private purpose (cross-sectional samples: N = 

784, longitudinal sample: N = 203 per wave).

In the traditional DiD logic, we are interested in comparing the difference between the 

mean outcome of the pretreatment treatment and control groups with the difference in 

the mean outcomes of the treatment and control groups after treatment has been 

assigned. Thereby, pretreatment differences between the treatment and the control 

groups will be removed from post-treatment comparisons of the treatment and control 

groups.

The key assumption for our design is the parallel trends assumption. That is, we need 

to assume that had there been no treatment (i.e., had there been no pandemic), the 

outcomes of the treatment and the control groups would have evolved similarly. In 
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other words, we need to assume that there is no event in Germany between 2019 and 

2020 that changed attitudes toward only one data type (health data but not non-health 

data and public purpose but not private purpose and vice versa). In addition, we need 

to assume that the two cross-sectional samples are truly comparable such that we can 

attribute any difference in privacy attitudes between the treatment and the control 

groups in 2020, after adjusting for differences observed between the two groups in 

2019, to the pandemic alone. Figure 2 illustrates the idea of the design.

With continuous outcomes, the DiD effect is defined as the difference between the 

means of the control group outcome and the treatment group outcome after treatment 

has been assigned, subtracted from the difference between the means of the control 

group outcome and the treatment group outcome before treatment has been assigned 

(Wooldridge, 2010, ch. 6). Athey and Imbens (2006) and Yamauchi (2020) used DiD-like 

procedures for discrete outcomes for simple random samples. To avoid further 

assumptions on our outcome variable (treating it as continuous) and to allow for the 

Figure 2. Difference-in-differences (DiD) identification 

strategy. Schematic representation of a mean comparison.
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proper use of survey weights, we conduct a series of Kolmogorov–Smirnov (KS) tests 

for two discrete samples following the logic described above. The KS test is a 

nonparametric test that does not require the estimation of standard errors for the test 

statistic. This is an advantage, as it would be difficult to infer the distribution of most 

statistics of interest under our survey estimation strategy. Since the distribution of the 

test statistic of a KS test is also unknown for weighted survey data, we implemented a 

KS permutation test. We simulate the distribution of the test statistic under the null 

hypothesis (the data from the two samples are independent and identically distributed, 

e.g., there is no effect of the pandemic) and we implement the following. In a first step 

we resample the observations in each sample proportional to their respective weights 

by sampling from a list of indices. Each index of the list corresponds to one sample 

element and one element only and is repeated proportional to the weight of the 

element it corresponds to. Random unbiased rounding is used to coerce noninteger 

weights into integers. In a second step the indices selected in step 1 are completely 

randomly permuted. In a third step we calculate the KS test statistic as the maximum 

distance between the empirical cumulative distribution function (ECDF) of the values 

corresponding to the first n1 indices and the last n2 indices, where n1 and n2 are the 

sizes of the two resamples selected in the first step. Steps 1 to 3 are repeated 1,000 

times. We then calculate the proportion of the KS test statistics, calculated in step 3, 

that are larger than the test statistic based on the original samples and our survey 

weights. This proportion is the p-value for our (one-sided) test. Because the 

permutation test may tend to reject a null hypothesis too easily for small sample sizes, 

we compare our test results with those of a more conservative KS test where we 

estimate the ECDFs using our survey weights. The p-values for these tests are 

obtained from the theoretical distribution of the KS test statistic for two simple 

random samples. Numerical examples showed that this simple random sample 

assumption resulted in consistently more conservative p-values than with the 

permutation test. We use these conservative KS tests as robustness checks for our test 

decisions based on the permutation test.

For our analysis, we use the software R (R Core Team, 2020) with the packages ggpubr 

(Kassambara, 2020), gridExtra (Auguie, 2017), sampling (Tillé & Matei, 2021), scales 

(Wickham & Seidel, 2020), srvyr (Ellis & Schneider, 2020), survey (Lumley, 2020), 

tidyverse (Wickham, 2017), and viridis (Garnier, 2018). All analyses report weighted 

estimates.
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7. Results
In this section, we describe the empirical findings from our four surveys. We first 

present results from the cross-section 2019 survey and answer the questions regarding 

differences in sharing data for a public vs. private purpose and sharing data for a 

public purpose across data types. Second, we report descriptive findings of changes in 

sharing individual information for a public purpose (public health) in response to the 

COVID-19 pandemic before turning to results of the KS permutation tests. We 

conclude this section with several sensitivity and robustness analyses.

7.1. Contextual Integrity Matters for Acceptability of Data Transmission

Figure 3 presents acceptance levels for each data type by recipient (public agency vs. 

private company) and use (public vs. private purpose) using the weighted cross-section 

2019 data. We show mean values to provide a quick and simple descriptive impression 

of the results, while the distributions for all groups are shown in the Appendix (Tables 

A2 and A3, Figures A2a–e). We find clear evidence that context matters when 

individuals judge the appropriateness of data transmission. Overall, respondents find 

the use of health data less acceptable than the use of location or energy data. 

Furthermore, the figure shows that respondents find it equally acceptable but often 

more acceptable to transmit data to a company than to a public authority or agency. 

However, transmission of data seems also to depend on the intended use of the data. 

Individuals find it in many scenarios more appropriate to transmit data for private 

purpose to a company than to a public agency. Regarding sharing individual data for a 

public purpose vs. sharing such data for private benefit, we do not find a consistent 

pattern across data types.

Looking at each data type separately, we find some evidence that individuals deem it 

more acceptable to transmit health data for a private purpose (here, personal 

recommendations on health behavior) to a company than to transmit health data to a 

public authority or agency for a public purpose (containment of infectious diseases). In 

fact, rather strikingly, transmitting health data to a public agency for a public purpose 

is least accepted. For location data, individuals find it equally acceptable to transmit 

data for a public purpose (here, develop improvements of the local infrastructure) to 

an agency or a private company. Transmitting data to an agency for a private purpose 

(personal recommendations on driving behavior and route) is least accepted. 

Regarding energy data, differences do not seem as pronounced. It seems that only 

transmitting data to an agency for a private purpose (personal recommendations on 

optimization of energy consumption) is less accepted than the other scenarios.
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Therefore, regarding differences in sharing data for a public purpose vs. benefitting 

privately, we find a strong dependency on data type, but also on the recipient of the 

data.

7.2. Longitudinal Analysis and the Effect of the Pandemic on Sharing of 
Health Data

Next, we compare the distribution of the outcome variables over time and between the 

groups defined in Section 6. The top row of panels in Figure 4 shows that acceptance 

to transmit data changed for both health and non-health scenarios from 2019 to 2020. 

Overall, respondents were more likely in 2020 to judge the transmission of health data 

as acceptable. This effect seems to be mainly driven by fewer respondents choosing 

the extreme category “1 – Not acceptable” in 2020 than in 2019. At the same time, 

respondents found it less acceptable to transmit non-health data over time. The KS 

permutation tests indicate that both changes over time are statistically significant (p < 

.05, see rows three and four in Table A4 in Appendix A). The more conservative KS 

tests indicate insignificant differences in both cases. Visual inspection of the 

distributions suggests that the change in health data over time is much more 

pronounced than the change in non-health data over time, however.

The longitudinal sample confirms this finding (Figure 4, bottom row). With this sample, 

differences between change in health data over time and the change in non-health data 

are even more pronounced. Transmitting health data became more acceptable, while 

Figure 3. Mean acceptability of different data 

transmissions, depending on data type, data use, and 

recipient of the data. Vertical bars indicate 95% 

confidence intervals. N = = 1,401. Weighted analysis.
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transmitting non-health data did not change much. Here, the KS permutation tests 

indicate that the change over time for health data is statistically significant, while it is 

not statistically significant for non-health data (rows seven and eight in Table A4 in 

Appendix A). The conservative KS tests confirm these findings. It is likely that the 

results obtained with the longitudinal sample are more accurate, as the two cross-

sectional samples differ in their compositions while the longitudinal sample does not 

(see Section 5).

Looking at changes over time within health data, we find that the increased levels of 

acceptance we reported are mainly driven by increased acceptance to share health 

data for a public purpose. Respondents chose the lowest acceptance category less 

often and the two highest categories more often for public purpose health data (Figure 

5, top, right panel). At the same time, visual inspection suggests that sharing health 

data for a private purpose changed to a much smaller degree and in the opposite 

direction. Indeed, our KS permutation tests show that the change over time in 

acceptance to share health data for a public purpose was significant, while it was not 

significant for private purpose health data (rows 11 and 12 in Table A4 in Appendix A). 

Overall, these findings are supported by the longitudinal sample. Sharing health data 

for a public purpose was more accepted in 2020 than in 2019, while sharing health 

data for a private purpose changed to a smaller degree. This is confirmed by the KS 

permutation tests, which indicate significant changes over time for a public purpose 

but not for a private purpose (rows 13 and 14 in Table A4 in Appendix A). The 

conservative KS tests confirm the findings for both groups.

As we discussed, our research design is inspired by the DiD approach. Therefore, one 

would ideally net out the change over time in the non-health data / private purpose 

scenarios (our control groups) from the change in the health data / public purpose 

scenarios (our treatment groups) over time to adjust for baseline shifts. Given that we 

find substantial changes over time for health data and public purpose health data, 

respectively, but only mild shifts for non-health data and private purpose health data, 

we are confident that the findings reported here would also hold when controlling for 

baseline shifts.
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Figure 4. Relative frequency of acceptance for 

respondents shown health or non-health vignettes, by 

wave. Cross-sectional samples: N = 2,371. Longitudinal 

sample: N = 627 per wave. Weighted analysis.
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For the longitudinal sample, we additionally test differences in the number of 

respondents who changed or did not change their answer from 2019 to 2020. That is, 

we calculate how many respondents chose a lower response category in 2020 than in 

2019, how many did not change their answer, and how many chose a higher response 

category (Figure 6). We then compare the distributions of these three categories 

(lower in 2020, same answer, higher in 2020) between respondents who answered to a 

health data scenario and respondents who answered to a non-health data scenario 

Figure 5. Relative frequency of acceptance for 

respondents shown a health vignette with a public 

purpose or a health vignette with a private purpose, 

by wave. Cross-sectional samples: N = 784. Longitudinal 

sample: N = 203 per wave. Weighted analysis.
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using the KS permutation test. In addition, we conduct this test for the comparison 

between private purpose health data sharing and public purpose health data sharing. 

Note that it is not possible to run these analyses with the cross-sectional samples, as 

we do not observe the same respondents in the two samples.

The left panel of Figure 6 shows a clear pattern: the share of respondents choosing a 

higher acceptance category in 2020 than in 2019 is much larger for health vignette 

respondents than for non-health vignette respondents. Vice versa, the share of 

respondents choosing a lower acceptance category in 2020 than in 2019 is much 

smaller for health vignette respondents than for non-health vignette respondents. The 

KS permutation test also indicates that the distributions are in fact different between 

health vignette and non-health vignette respondents (p = 0). Regarding differences 

between the change in acceptance to share public purpose health data and private 

purpose health data, the right panel of Figure 6 shows a similar pattern. The share of 

respondents changing their response toward a more favorable answer in 2020 

compared to 2019 is higher among public purpose respondents. At the same time, the 

Figure 6. Changes in response category chosen by the 

respondents from 2019 to 2020 in the longitudinal 

sample. Left panel: Cross-sectional samples: N = 2,371. 

Longitudinal sample: N = 627. Right panel: Cross-sectional 

samples: N = 784. Longitudinal sample: N = 203. Weighted 

analysis.
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share of respondents who chose a less favorable answer in 2020 than in 2019 is higher 

among private purpose respondents than among public purpose respondents. The 

differences between the two groups are less pronounced than those between health 

and non-health vignette respondents, and our KS permutation does not indicate that 

the distributions are different in a meaningful way (p = 1). The conservative KS tests 

confirm the results of permutation tests for both cases of public and private purpose 

use of health data.

8. Discussion
When we first designed this study, we set out to empirically investigate the factors that 

influence the acceptance of data-sharing scenarios through a survey experiment and 

by drawing on the situational parameters suggested by CI theory. One of the most 

striking results of this experiment is that individuals in Germany perceive the sharing 

of health data with a public agency, irrespective of a private purpose or a public 

purpose, as least acceptable among a series of data types. With this result in mind, the 

signs for public support of tracking, predicting the spread of, and fighting a pandemic 

like COVID-19 with data on people’s movements and contacts but also information 

about their health were far from positive.

It may be possible that, back then, the idea of a pandemic such as COVID-19 with its 

devastating consequences for individuals, global health, and the economy was too 

abstract for individuals to fully evaluate the potential benefits that sacrificing some 

privacy might generate. Amid the influence of the COVID-19 pandemic, public opinion 

toward the acceptability of sharing health data for private purpose but also for a public 

purpose changed, resulting in increased levels of acceptability. That is, we may 

conclude that individuals judge the flow of information for fighting a public health 

crisis as more appropriate when both the devastating consequences of a public health 

crisis but also the benefits of sharing data become apparent.

We should be careful when considering the question of whether individuals will judge 

the flow of information as equally appropriate once the pandemic has ended. We 

suspect, from looking back at pre-pandemic times, it is likely the public’s judgment of 

the appropriateness may decrease again. Future work should replicate our data 

collection as the pandemic proceeds and eventually ends. Moreover, future data 

collections may be designed to study additional questions such as whether individuals’ 

judgment of appropriate data flows is a function of the severity of the pandemic. In 

addition, more work will be needed to learn whether and how increased levels of 
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acceptance during exceptional times might generalize to other contexts and, more 

interestingly, to circumstantial changes that might suggest shifts in expectations.

From a policy perspective, our analysis and application of contextual integrity theory 

suggest the need to reevaluate practices post-pandemic. For these reasons, we call for 

government policymakers, software developers, and the general public to pay 

attention to the contextual purposes served by given data practices (sometimes 

enabled by technical systems) and be ready to adapt data use and storage policies 

accordingly.

However, we also need to consider that our findings and the implications discussed 

here are derived from a study that, originally, was never intended to include a 

longitudinal perspective. In 2019, we could not anticipate that a pandemic would 

change circumstances in such meaningful ways that we would run a second survey just 

a few months after the original 2019 study. As a result, several limitations arise. First, 

we observe that there are  differences in the compositions of the two cross-sectional 

surveys. Although both samples were selected from the same survey platform and with 

the same specifications, our quota sampling specifications did not cross age and 

gender quotas but applied them separately, resulting in differences in age and gender 

compositions. We addressed these differences by weighting both cross-sectional 

samples to population benchmarks obtained from the German micro census. 

Unfortunately, weighting could not remove all differences between the two samples. In 

addition, our analyses rely on the assumption that had there been no pandemic, 

outcomes of the health data scenarios and the non-health data scenarios would have 

evolved in a similar way. Unfortunately, we can neither test this assumption itself nor 

assess its plausibility by, for example, analyzing temporal leads of the outcome variable 

(see, e.g., Autor, 2003).

Second, it is likely that there are additional unobserved differences between the two 

cross-sectional samples that may bias our analyses of change in the outcome over time. 

We did not collect information beyond respondents’ age, gender, and state. Since we 

already observe that there are differences on these two observed confounders, it is 

likely that additional (unobserved) variables could also differ between the two samples, 

thereby biasing our analyses of change in data-sharing acceptance.

We addressed these differences by identifying a true longitudinal sample of 

respondents interviewed in both 2019 and 2020. In general, results obtained with this 

sample point in a similar direction as the results obtained from the two cross-sectional 

samples.
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Regarding the size of the effects identified, we note that the shift in acceptance to 

transmit data is small. However, this is not completely unexpected as other studies 

investigating, for example, the public’s willingness to install apps developed to 

facilitate the tracing of potentially infected people find high levels of support for such 

apps, but a fair number of individuals not willing to use such apps due to privacy 

concerns (see, e.g., Altmann et al., 2020). Moreover, uptake of such apps in various 

countries indicate that actual use of such technologies is likewise far from universal 

(Mosoff et al., 2020).

Overall, our results indicate a favorable shift toward the idea of using individuals’ data 

for efforts designed to fight the COVID-19 pandemic. This is good news for data 

scientists and the public health system if these attitudes translate into a high rate of 

access to the data needed to address the crisis. Whether these attitudes prevail over 

the course of the pandemic and beyond will be interesting to watch, and we hope 

research will continue as well. In the meantime, however, public policymakers and 

researchers should keep in mind that the public’s approval of these activities is limited 

to specific contexts and purposes.
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Footnotes
1.  All sample sizes refer to those respondents who responded to all questions and 

for which we have information on all weighting variables. ↩


